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Causal Representation Learning
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Generic goal: Invert the unknown transformation to recover

      1) latent representation  and   2) the latent causal structure
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existing literature: asymptotic guarantees (infinite samples)

What are finite-sample guarantees?

Identifiability Objective

[1] Yuhao Zhou, Jiaxin Shi, and Jun Zhu. Nonparametric score estimators. ICML 2020

Results

Experiments
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• General transformations: “General identifiability and achievability for causal representation 

learning”. AISTATS 2024.

• Single-node interventions (base for this paper): “Score-based causal representation: Linear 

and general transformations”. arXiv: 2402.00849

• Multi-node interventions! “Linear Causal Representation Learning from Unknown Multi-node 

Interventions”. NeurIPS 2024

Check out other score-based CRL work!

Main Tool: Score Differences

Define score function and score difference:

Score function and difference can be defined for X too

Observation space score differences are intimately related

Both inverse transform and latent graph information are 

encoded in observed score differences.

Methodology
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